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o For forward sampling (Campbell et al., 2013), is similar to Kalman filter
e Gibbs sampling algorithm should give Kalman-smoothing-like algorithm

» Most groups of objects are unambiguous — cond. indep. nearly holds
» Intermediate samples can be inspected to identify constraint violations > Mixture of finite mixtures (MFM): More consistent model?
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